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(57) ABSTRACT

Multi-device visual correlation interaction includes display-
ing, by a first device, a user interface representation of a user
interface displayed by a second device, the user interface
representation containing one or more element representa-
tions, each element representation corresponding to an ele-
ment contained within the user interface displayed by the
second device; receiving from a user of the first device, a
selection of a particular element representation of the user
interface representation, the particular element representa-
tion corresponding to a particular element contained within
the user interface; transmitting to the second device, by the
first device, a contextual information request corresponding
to the selection; in response to transmitting the contextual
information request, receiving from the second device, by the
first device, contextual information corresponding to the
selection; and generating based on the contextual informa-
tion, by the first device, a contextual list of actions associated
with the particular element.
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1
MULTI-DEVICE VISUAL CORRELATION
INTERACTION

BACKGROUND OF THE INVENTION

1. Field of the Invention

The field of the invention is data processing, or, more
specifically, methods, apparatuses, and computer program
products for multi-device visual correlation interaction.

2. Description of Related Art

A mobile device is a small computing device, typically
used by a user for performing data processing tasks and
interacting with communication networks. Examples of such
mobile electronic devices may include cell phones, smart-
phones, personal digital assistants (PDAs), portable comput-
ing devices, portable email devices, and hand-held games. As
the complexity and types of tasks performed by the mobile
devices increases, the importance of the capability of the
mobile devices to communicate with each other also
increases.

SUMMARY OF THE INVENTION

Methods, apparatuses, and computer program products for
multi-device visual correlation interaction are provided. In a
particular embodiment, multi-device visual correction inter-
action includes displaying, by a first device, a user interface
representation of a user interface displayed by a second
device, the user interface representation containing one or
more element representations, each element representation
corresponding to an element contained within the user inter-
face displayed by the second device; receiving from a user of
the first device, a selection of a particular element represen-
tation of the user interface representation, the particular ele-
ment representation corresponding to a particular element
contained within the user interface; transmitting to the second
device, by the first device, a contextual information request
corresponding to the selection; in response to transmitting the
contextual information request, receiving from the second
device, by the first device, contextual information corre-
sponding to the selection; and generating based on the con-
textual information, by the first device, a contextual list of
actions associated with the particular element.

The foregoing and other objects, features and advantages
of the invention will be apparent from the following more
particular descriptions of exemplary embodiments of the
invention as illustrated in the accompanying drawings
wherein like reference numbers generally represent like parts
of exemplary embodiments of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 sets forth a block diagram of automated computing
machinery comprising an exemplary computer useful in
multi-device visual correlation interaction according to
embodiments of the present invention.

FIG. 2 sets forth a flow chart illustrating an exemplary
method for multi-device visual correlation interaction
according to embodiments of the present invention.

FIG. 3 sets forth a flow chart illustrating a further exem-
plary method for multi-device visual correlation interaction
according to embodiments of the present invention.

FIG. 4 sets forth a flow chart illustrating a further exem-
plary method for multi-device visual correlation interaction
according to embodiments of the present invention.
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FIG. 5 sets forth a flow chart illustrating a further exem-
plary method for multi-device visual correlation interaction
according to embodiments of the present invention.

FIG. 6 sets forth a flow chart illustrating a further exem-
plary method for multi-device visual correlation interaction
according to embodiments of the present invention.

FIG. 7 sets forth a flow chart illustrating a further exem-
plary method for multi-device visual correlation interaction
according to embodiments of the present invention.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Exemplary methods, apparatuses, and computer program
products for multi-device visual correlation interaction in
accordance with the present invention are described with
reference to the accompanying drawings, beginning with
FIG. 1. Multi-device visual correlation interaction in accor-
dance with the present invention is generally implemented
with computers, that is, with automated computing machin-
ery. FIG. 1 sets forth a block diagram of automated computing
machinery comprising an exemplary computer (152) useful
in multi-device visual correlation interaction according to
embodiments of the present invention. The computer (152) of
FIG. 1 includes at least one computer processor (156) or
‘CPU” as well as random access memory (168) (‘RAM”)
which is connected through a high speed memory bus (166)
and bus adapter (158) to processor (156) and to other com-
ponents of the computer (152).

Stored in RAM (168) is a visual correlation interaction
controller (199) that includes computer program instructions
for multi-device visual correlation interaction. In the example
of FIG. 1, the visual correlation interaction controller (199)
includes an initiator controller (198) and a receiver controller
(197). Although the visual correlation interaction controller
(199) of FIG. 1 includes both the initiator controller (198) and
the receiver controller (197), according to embodiments of
the present invention, a device may include a visual correla-
tion interaction controller that includes only one of an initia-
tor controller and a receiver controller.

The initiator controller (198) includes computer program
instructions that when executed by the computer processor
(156) cause the computer (152) to carry out the step of dis-
playing a user interface representation of a user interface
displayed by a second device, such as one of the other com-
puters (182) in FIG. 1. A user interface is an environment
providing interaction between a user of a device and the
software and hardware of the device. An element is an action-
able object contained with the user interface. Examples of
user interfaces may include but are not limited to desktops
and windows of operating systems, as well as other environ-
ments capable of containing elements. Examples of elements
may include but are not limited to data files, such as text files,
images, and video clips. Elements may also include execut-
able files or links to executable files, such as applications and
games. A user interface representation is a copy of an image
of a user interface displayed on another device and may
include element representations. An element representation is
a copy of an element contained within the user interface
displayed on the other device. That is, when the computer
(152) is performing multi-device visual correlation interac-
tion by using the initiator controller (198), the computer (152)
may display a copy of the screen displayed by another com-
puter.

The initiator controller (198) also includes computer pro-
gram instructions that when executed by the computer pro-
cessor (156) cause the computer (152) to carry out the steps of
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receiving from a user (101) of the computer (152), a selection
of a particular element representation of the user interface
representation and transmitting to the other computer, a con-
textual information request corresponding to the selection. A
contextual information request is a request for contextual
information associated with an element represented by the
selected element representation. Contextual information is
information associated with the actionable properties of the
element. For example, if a user selects an element represen-
tation of a text file, contextual information associated with
that element may indicate the types of actions capable of
being performed on a text file, such as copying from one or
more sources, getting information about the text file, and
requesting transfer of the file from a source.

The initiator controller (198) also includes computer pro-
gram instructions that when executed by the computer pro-
cessor (156) cause the computer (152) to carry out the step of
in response to transmitting the contextual information
request, receiving from the other device, contextual informa-
tion corresponding to the selection. The initiator controller
(198) also includes computer program instructions that when
executed by the computer processor (156) cause the computer
(152) to carry out the step of generating based on the contex-
tual information, a contextual list of actions associated with
the particular element. A contextual list of actions is a list of
actions capable of being performed.

For example, if the selected element representation corre-
sponds to an element that is a movie that is being displayed on
the other device, the contextual list of actions may include but
are not limited to adding the movie to an online movie queue,
getting information about the movie, purchasing the movie,
and copying the movie from a source, such as the other
device, to the computer (152). As another example, if the
selected element representation corresponds to an element
that is a file on the home screen of the other device, the
contextual list of actions may include but are not limited to
copying the file from the other device to the computer (152),
getting information about the file, and searching for the file on
the internet. As another example, if the selected element
representation corresponds to an element that is an applica-
tion link or executable, such as an online game, on the screen
of'the other device, the contextual list of actions may include
but are not limited to downloading the application from an
online store, initiating the application, and getting informa-
tion about the application. As another example, if the selected
element representation corresponds to an element that is a
contact file, the list of contextual actions may include but are
not limited to updating the computer (152) with the contact
information included in the contact file and adding the contact
file to a contact library of the computer (152). Readers of skill
in the art will realize multi-device visual correlation interac-
tion according to embodiments of the present invention is
possible using different types of elements and actions not
listed here.

When the computer (152) is acting as the receiving device
instead of the initiator device, the computer (152) may use the
receiver controller (197). The receiver controller (197)
includes computer program instructions that when executed
by the computer processor (156) cause the computer (152) to
carry out the step of transmitting to another device, such as
one of the other computers (182), representative information
specifying a user interface displayed by the computer (152).
Representative information is information associated with
the rendering of an image of the user interface displayed by
the computer (152). An initiator controller executing on
another device may use the received representative informa-
tion to generate and display a user interface representation.
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The receiver controller (197) includes computer program
instructions that when executed by the computer processor
(156) cause the computer (152) to carry out the step of receiv-
ing from the other device, a contextual information request
indicating an element contained within the user interface
displayed by the computer (152). As explained above, a con-
textual information request is a request for contextual infor-
mation associated with an element represented by the
selected element representation.

The receiver controller (197) also includes computer pro-
gram instructions that when executed by the computer pro-
cessor (156) cause the computer (152) to carry out the steps
of: generating contextual information corresponding the ele-
ment indicated in the contextual information request and
transmitting to the first device, the contextual information
corresponding to the element contained within the user inter-
face.

By using a selection of an element representation displayed
on one device to generate contextual information and a con-
textual list of actions associated with an element of a user
interface of another device, the complexity of visual repre-
senting and interacting with elements on multi-devices is
reduced.

Also stored in RAM (168) is an operating system (154).
Operating systems useful multi-device visual correlation
interaction according to embodiments of the present inven-
tion include UNIX™, Linux™, Microsoft XPT™, AIX™,
IBM’s i5/0S™, and others as will occur to those of skill in the
art. The operating system (154), the visual correlation inter-
action controller (199), the initiator controller (198), the
receiver controller (197) in the example of FIG. 1 are shown
in RAM (168), but many components of such software typi-
cally are stored in non-volatile memory also, such as, for
example, on a disk drive (170).

The computer (152) of FIG. 1 includes disk drive adapter
(172) coupled through expansion bus (160) and bus adapter
(158) to processor (156) and other components of the com-
puter (152). Disk drive adapter (172) connects non-volatile
data storage to the computer (152) in the form of disk drive
(170). Disk drive adapters useful in computers for multi-
device visual correlation interaction according to embodi-
ments of the present invention include Integrated Drive Elec-
tronics (‘IDE’) adapters, Small Computer System Interface
(‘SCSI’) adapters, and others as will occur to those of skill in
the art. Non-volatile computer memory also may be imple-
mented for as an optical disk drive, electrically erasable pro-
grammable read-only memory (so-called ‘EEPROM’ or
‘Flash® memory), RAM drives, and so on, as will occur to
those of skill in the art.

The example computer (152) of FIG. 1 includes one or
more input/output (‘I/O”) adapters (178). 1/O adapters imple-
ment user-oriented input/output through, for example, soft-
ware drivers and computer hardware for controlling output to
display devices such as computer display screens, as well as
user input from user input devices (181) such as keyboards
and mice. User input may also be received through interaction
with a touch screen display. The example computer (152) of
FIG. 1 includes a video adapter (183), which is an example of
an /O adapter specially designed for graphic output to a
display device (180) such as a display screen, touch screen
display, or computer monitor. Video adapter (183) is con-
nected to processor (156) through a high speed video bus
(164), bus adapter (158), and the front side bus (162), which
is also a high speed bus.

The exemplary computer (152) of FIG. 1 includes a com-
munications adapter (167) for data communications with
other computers (182) and for data communications with a
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data communications network (100). Such data communica-
tions may be carried out serially through RS-232 connections,
through external buses such as a Universal Serial Bus
(‘USB’), through data communications networks such as IP
data communications networks, and in other ways as will
occur to those of skill in the art. Communications adapters
implement the hardware level of data communications
through which one computer sends data communications to
another computer, directly or through a data communications
network. Examples of communications adapters useful for
multi-device visual correlation interaction according to
embodiments of the present invention include modems for
wired dial-up communications, Ethernet (IEEE 802.3) adapt-
ers for wired data communications network communications,
and 802.11 adapters for wireless data communications net-
work communications.

For further explanation, FIG. 2 sets forth a flow chart
illustrating an exemplary method for multi-device visual cor-
relation interaction according to embodiments of the present
invention. The method of FIG. 2 includes displaying (202), by
a first device (201), a user interface representation (277) of a
user interface (272) displayed by a second device (203). In the
example of FIG. 2, the user interface representation (277)
contains an element representation (278) corresponding to an
element (274) contained within the user interface (272) dis-
played by the second device (203). A user interface is an
environment providing interaction between a user of a device
and the software and hardware of the device. An element is an
actionable object contained with the user interface. Examples
of'user interfaces may include but are not limited to desktops
and windows of operating systems, as well as other environ-
ments capable of containing elements. Examples of elements
may include but are not limited to data files, such as text files,
images, and video clips. Elements may also include execut-
able files, such as applications. A user interface representa-
tion is a copy of an image of a user interface displayed on
another device and may include element representations. An
element representation is a copy of an element contained
within the user interface displayed on the other device. The
first device may generate a user interface representation based
on representative information received from the second
device via a communication link. The first device may also
generate a user interface representation using a camera inter-
face of the first device. For example, a user may via the user
interface of the second device by capturing images through
the camera of the first device. That is, the first device gener-
ates a user interface representation of the second device based
on images captured by the camera of the first device. Display-
ing (202), by a first device (201), a user interface representa-
tion (277) of a user interface (272) displayed by a second
device (203) may be carried out by display a copy of the
screen displayed by the second device (203).

The method of FIG. 2 also includes receiving (204) from a
user (200) of the first device (201), a selection (250) of a
particular element representation (278) of the user interface
representation (277). In the example of FIG. 2, the particular
element representation (277) corresponds to a particular ele-
ment (274) contained within the user interface (272). A selec-
tion may include positional information of the particular ele-
ment representation within the user interface representation.
Receiving (204) from a user (200) of the first device (201), a
selection (250) of a particular element representation (278) of
the user interface representation (277) may be carried out by
receiving user touch screen input indicating a particular posi-
tion on a touch screen of the first device (201); receiving user
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input from a keyboard or audio input device, such as a micro-
phone, and correlating the particular position with an element
of the user interface.

The method of FIG. 2 includes transmitting (206) to the
second device (203), by the first device (201), a contextual
information request (252) corresponding to the selection
(250). A contextual information request is a request for con-
textual information associated with an element represented
by the selected element representation. Contextual informa-
tion is information associated with the actionable properties
of the element. For example, if a user selects an element
representation of a text file, contextual information may indi-
cate the types of actions capable of being performed on a text
file, such as copying from one or more sources. Transmitting
(206) to the second device (203), by the first device (201), a
contextual information request (252) corresponding to the
selection (250) may be carried out by indirect or direction
communication between the first device (201) and the second
device (203). For example, the first device (201) may transmit
the contextual information request using a wireless connec-
tion or a physical wired connection.

The method of FIG. 2 also includes in response to trans-
mitting the contextual information request (252), receiving
(208) from the second device (203), by the first device (201),
contextual information (256) corresponding to the selection
(250). Receiving (208) from the second device (203), by the
first device (201), contextual information (256) correspond-
ing to the selection (250) may be carried out by receiving one
or more messages containing data indicating the contextual
information.

The method of FIG. 2 includes generating (210) based on
the contextual information (256), by the first device (201), a
contextual list of actions (260) associated with the particular
element (274). A contextual list of actions is a list of actions
capable of being performed. Generating (210) based on the
contextual information (256), by the first device (201), a
contextual list of actions (260) associated with the particular
element (274) may be carried out by examining the received
contextual information, identifying one or more actions, and
creating a list that includes the identified one or more actions.

For example, if the selected element representation corre-
sponds to an element that is a movie that is being displayed on
the other device, the contextual list of actions may include but
are not limited to adding the movie to an online movie queue,
getting information about the movie, purchasing the movie,
and copying the movie from a source, such as the other
device, to the computer (152). As another example, if the
selected element representation corresponds to an element
that is a file on the home screen of the other device, the
contextual list of actions may include but are not limited to
copying the file from the other device to the computer (152),
getting information about the file, and searching for the file on
the internet. As another example, if the selected element
representation corresponds to an element that is an applica-
tion link or executable, such as an online game, on the screen
of'the other device, the contextual list of actions may include
but are not limited to downloading the application from an
online store, initiating the application, and getting informa-
tion about the application. As another example, if the selected
element representation corresponds to an element that is a
contact file, the list of contextual actions may include but are
not limited to updating the computer (152) with the contact
information included in the contact file and adding the contact
file to a contact library of the computer (152). Readers of skill
in the art will realize multi-device visual correlation interac-



US 9,116,604 B2

7

tion according to embodiments of the present invention is
possible using different types of elements and actions not
listed here.

For further explanation, FIG. 3 sets forth a flow chart
illustrating a further exemplary method for multi-device
visual correlation interaction according to embodiments of
the present invention. The method of FIG. 3 is similar to the
method of FIG. 2 in that the method of FIG. 3 also includes
displaying (202), by a first device (201), a user interface
representation (277) of a user interface (272) displayed by a
second device (203); receiving (204) from a user (200) of the
first device (201), a selection (250) of a particular element
representation (278) of the user interface representation
(277); transmitting (206) to the second device (203), by the
first device (201), a contextual information request (252)
corresponding to the selection (250); in response to transmit-
ting the contextual information request (252), receiving (208)
from the second device (203), by the first device (201), con-
textual information (256) corresponding to the selection
(250); and generating (210) based on the contextual informa-
tion (256), by the first device (201), a contextual list of actions
(260) associated with the particular element (274).

The method of FIG. 3 includes providing (302) to the user
(200), by the first device (201), the contextual list of actions
(258). Providing (302) to the user (200), by the first device
(201), the contextual list of actions (258) may be carried out
by displaying on a display device of the first device, a repre-
sentation of the contextual list of actions, such as a displayed
list of actions (380) illustrated in FIG. 3. A user may select an
action from the displayed list of actions.

The method of FIG. 3 includes receiving (304) from the
user (200), by the first device (201), a selection (350) of a
particular action from the contextual list of actions (258).
Receiving (304) from the user (200), by the first device (201),
a selection (350) of a particular action from the contextual list
of actions (258) may be carried out by receiving user touch
screen input, keyboard input, or any other type of user input
that indicates a selection of one of the actions provided to the
user in the list of actions.

The method of FIG. 3 includes performing (306), by the
first device (201), the particular action. Performing (306), by
the first device (201), the particular action may be carried out
by executing one or more local actions and instructing one or
more other devices to perform remote actions. Examples of
local actions may include but are not limited to storing a
received file at the first device, performing a search on the
internet for information associated with a file, and presenting
additional options or action lists to a user. Examples of remote
actions may include but are not limited to adding a movie to
an online movie queue associated with an account of the user
and transferring data from a source to the first device.

For further explanation, FIG. 4 sets forth a flow chart
illustrating a further exemplary method for multi-device
visual correlation interaction according to embodiments of
the present invention. The method of FIG. 4 is similar to the
method of FIG. 3 in that the method of FIG. 4 also includes
displaying (202), by a first device (201), a user interface
representation (277) of a user interface (272) displayed by a
second device (203); receiving (204) from a user (200) of the
first device (201), a selection (250) of a particular element
representation (278) of the user interface representation
(277); transmitting (206) to the second device (203), by the
first device (201), a contextual information request (252)
corresponding to the selection (250); in response to transmit-
ting the contextual information request (252), receiving (208)
from the second device (203), by the first device (201), con-
textual information (256) corresponding to the selection
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(250); generating (210) based on the contextual information
(256), by the first device (201), a contextual list of actions
(260) associated with the particular element (274); providing
(302) to the user (200), by the first device (201), the contex-
tual list of actions (258); receiving (304) from the user (200),
by the first device (201), a selection (350) of a particular
action from the contextual list of actions (258); and perform-
ing (306), by the first device (201), the particular action.

Inthe method of FIG. 4, however, performing (306), by the
first device (201), the particular action includes transmitting
(402) to the second device (203), by the first device (201), a
contextual action request (450) specifying a remote action
(460) associated with the particular element (274). A remote
action is an action that is performed by another device that is
not the initiating device (i.e., the first device (201). Examples
of remote actions may include but are not limited to adding a
movie to an online movie queue associated with an account of
the user and transferring data from a source to the first device.
Transmitting (402) to the second device (203), by the first
device (201), a contextual action request (450) specifying a
remote action (460) associated with the particular element
(274) may be carried out by indirect or direct communication
with another device, such as the second device (203) or some
type of third device, such as a content distribution server.

In the method of FIG. 4, performing (306), by the first
device (201), the particular action also includes in response to
transmitting the contextual action request (450), receiving
(404) from the second device (203), by the first device (201),
action data (452) associated with the remote action (460)
specified in the contextual action request (450). Action data is
data associated with performance of a remote action.
Examples of action data include a confirmation indication
that a remote action has been performed or the actual data
generated by performance of the remote action, such as a data
file containing a copy of a movie. Receiving (404) from the
second device (203), by the first device (201), action data
(452) associated with the remote action (460) specified in the
contextual action request (450) may be carried out by receiv-
ing data messages from the second device (203).

For further explanation, FIG. 5 sets forth a flow chart
illustrating a further exemplary method for multi-device
visual correlation interaction according to embodiments of
the present invention. The method of FIG. 3 is similar to the
method of FIG. 2 in that the method of FIG. 3 also includes
displaying (202), by a first device (201), a user interface
representation (277) of a user interface (272) displayed by a
second device (203); receiving (204) from a user (200) of the
first device (201), a selection (250) of a particular element
representation (278) of the user interface representation
(277); transmitting (206) to the second device (203), by the
first device (201), a contextual information request (252)
corresponding to the selection (250); in response to transmit-
ting the contextual information request (252), receiving (208)
from the second device (203), by the first device (201), con-
textual information (256) corresponding to the selection
(250); and generating (210) based on the contextual informa-
tion (256), by the first device (201), a contextual list of actions
(260) associated with the particular element (274).

The method of FIG. 5 also includes establishing (502), by
the first device (201), a communication link (550) with the
second device (203). Examples of communication links may
include but are not limited to a wireless connection, such as a
Bluetooth connection or WiFi connection, or a wired connec-
tion. Establishing (502), by the first device (201), a commu-
nication link (550) with the second device (203) may be
carried out by activating a communication link between the
first device (201) and the second device (203); sending one or
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more connection establishment requests; transmitting,
receiving, and authenticating device identifications; present-
ing a connection request to a user, receiving user approval for
a connection. For example, in the Bluetooth protocol, any
device may perform an inquiry to find other devices to con-
nect to, and any device can be configured to respond to such
inquiries. However, if the device trying to connect knows the
address of the device, the device may always respond to direct
connection requests and transmits information if requested.
Use of a device’s services may require pairing or acceptance
by its owner, but the connection itself may be initiated by any
device and held until it goes out of range. Some devices can be
connected to only one device at a time, and connecting to
them prevents them from connecting to other devices and
appearing in inquiries until they disconnect from the other
device.

For further explanation, FIG. 6 sets forth a flow chart
illustrating a further exemplary method for multi-device
visual correlation interaction according to embodiments of
the present invention. The method of FIG. 6 is similar to the
method of FIG. 2 in that the method of FIG. 6 includes a
contextual information request (252); contextual information
(256); a display (270) of the second device (203) containing a
user interface (272) and an element (274); a display (276) of
the first device (201) containing a user interface representa-
tion (277) containing a user interface representation (277)
and an element representation (278).

The method of FIG. 6 also includes transmitting (602) to a
first device (201), by a second device (203), representative
information (248) specifying a user interface (272) displayed
by the second device (203). Representative information is
information associated with the rendering of an image of the
user interface displayed by the second device (203). A user
interface is an environment providing interaction between a
user of a device and the software and hardware of the device.
An element is an actionable object contained with the user
interface. Examples of user interfaces may include but are not
limited to desktops and windows of operating systems, as
well as other environments capable of containing elements.
Examples of elements may include but are not limited to data
files, such as text files, images, and video clips. Flements may
also include executable files, such as applications. A user
interface representation is a copy of an image of a user inter-
face displayed on another device and may include element
representations. An element representation is a copy of an
element contained within the user interface displayed on the
other device. Transmitting (602) to a first device (201), by a
second device (203), representative information (248) speci-
fying a user interface (272) displayed by the second device
(203) may be carried out by capturing an image displayed on
the screen of the second device; generating representative
information corresponding to the captured image; and deliv-
ering the representative information using indirect or direct
communication between the first device (201) and the second
device (203).

The method of FIG. 6 also includes receiving (604) from
the first device (201), by the second device (203), a contextual
information request (252) indicating an element (274) con-
tained within the user interface (272) displayed by the second
device (203). A contextual information request is a request for
contextual information associated with an element repre-
sented by the selected element representation. Contextual
information is information associated with the actionable
properties of the element. For example, if a user selects an
element representation of a text file, contextual information
may indicate the types of actions capable of being performed
on a text file, such as copying from one or more sources.
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Receiving (604) from the first device (201), by the second
device (203), a contextual information request (252) may be
carried out by direct or indirect communication between the
first device and the second device.

The method of FIG. 6 also includes in response to receiving
the contextual information request (252), generating (606),
by the second device (203), contextual information (256)
corresponding the element (274) indicated in the contextual
information request (252). Generating (606), by the second
device (203), contextual information (256 ) corresponding the
element (274) indicated in the contextual information request
(252) may be carried out by identifying a type of the element,
determining types of action capable of being performed on
the type of element, and storing data indicating the deter-
mined type of actions as contextual information.

The method of FIG. 6 also includes transmitting (608) to
the first device (201), by the second device (203), the contex-
tual information (256) corresponding to the element (274)
contained within the user interface (272). Transmitting (608)
to the first device (201), by the second device (203), the
contextual information (256) corresponding to the element
(274) contained within the user interface (272) may be carried
out by direct or indirect communication between the first
device (201) and the second device (203).

For further explanation, FIG. 7 sets forth a flow chart
illustrating a further exemplary method for multi-device
visual correlation interaction according to embodiments of
the present invention. The method of FIG. 7 is similar to the
method of FIG. 6 in that the method of FIG. 7 includes
transmitting (602) to a first device (201), by a second device
(203), representative information (248) specifying a user
interface (272) displayed by the second device (203); receiv-
ing (604) from the first device (201), by the second device
(203), a contextual information request (252) indicating an
element (274) contained within the user interface (272) dis-
played by the second device (203); in response to receiving
the contextual information request (252), generating (606),
by the second device (203), contextual information (256)
corresponding the element (274) indicated in the contextual
information request (252); transmitting (608) to the first
device (201), by the second device (203), the contextual infor-
mation (256) corresponding to the element (274) contained
within the user interface (272).

The method of FIG. 7 includes receiving (702) from the
first device (201), by the second device (203), a contextual
action request (450) specifying a remote action (460) associ-
ated with the particular element (274). A remote action is an
action that is performed by another device that is not the
initiating device (i.e., the first device (201). Examples of
remote actions may include but are not limited to adding a
movie to an online movie queue associated with an account of
the user and transferring data from a source to the first device.
Receiving (702) from the first device (201), by the second
device (203), a contextual action request (450) may be carried
out by requesting data including an instruction to perform a
remote action.

The method of FIG. 7 also includes in response to receiving
the contextual action request (450), performing the remote
action (460) specified in the contextual action request (450).
Performing the remote action (460) specified in the contex-
tual action request (450) may be carried out by processing and
transmitting data associated with the element; storing data
associated with the element; sending a confirmation message
to the first device or another device; sending an instruction to
perform an another action to another device; presenting one
or more options or status message to a user of the second
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device; and receiving user approval to perform one or more
actions, such as the remote action.

Exemplary embodiments of the present invention are
described largely in the context ofa fully functional computer
system for multi-device visual correlation interaction. Read-
ers of skill in the art will recognize, however, that the present
invention also may be embodied in a computer program prod-
uct disposed upon computer readable storage media for use
with any suitable data processing system. Such computer
readable storage media may be any storage medium for
machine-readable information, including magnetic media,
optical media, or other suitable media. Examples of such
media include magnetic disks in hard drives or diskettes,
compact disks for optical drives, magnetic tape, and others as
will occur to those of skill in the art. Persons skilled in the art
will immediately recognize that any computer system having
suitable programming means will be capable of executing the
steps of the method of the invention as embodied in a com-
puter program product. Persons skilled in the art will recog-
nize also that, although some of the exemplary embodiments
described in this specification are oriented to software
installed and executing on computer hardware, nevertheless,
alternative embodiments implemented as firmware or as
hardware are well within the scope of the present invention.

As will be appreciated by one skilled in the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
or more computer readable medium(s) having computer read-
able program code embodied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
following: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or in connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that is not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or in connection with an instruction execution system,
apparatus, or device.
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Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written in any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone software package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described above with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. These computer
program instructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function in a particular manner, such that the instructions
stored in the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the instructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowchart or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, in some alternative implementations, the
functions noted in the block may occur out of the order noted
in the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
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noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block diagrams
and/or flowchart illustration, can be implemented by special
purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hard-
ware and computer instructions.
It will be understood from the foregoing description that
modifications and changes may be made in various embodi-
ments of the present invention without departing from its true
spirit. The descriptions in this specification are for purposes
of illustration only and are not to be construed in a limiting
sense. The scope of the present invention is limited only by
the language of the following claims.
What is claimed is:
1. An apparatus comprising a computer processor and a
computer memory operatively coupled to the computer pro-
cessor, the computer memory having disposed within it com-
puter program instructions that, when executed by the com-
puter processor, cause a first device of the apparatus to carry
out the steps of:
displaying a representation of a user interface displayed by
a second device such representation based on images of
the user interface displayed by the second device which
are captured by a camera of the first device, the repre-
sentation containing one or more element representa-
tions, each element representation corresponding to an
element contained within the user interface displayed by
the second device;
receiving from a user of the first device, a selection of a
particular element representation of the representation,
the particular element representation corresponding to a
particular element contained within the user interface;

transmitting to the second device, a contextual information
request corresponding to the selection;

in response to transmitting the contextual information

request, receiving from the second device, contextual

information corresponding to the selection; and
generating based on the contextual information, a contex-

tual list of actions associated with the particular element.

2. The apparatus of claim 1 further comprising computer
program instructions that, when executed by the computer
processor, cause the first device to carry out the steps of:

providing to the user, the contextual list of actions;

receiving from the user, a selection of a particular action
from the contextual list of actions; and

performing the particular action.

3. The apparatus of claim 2 wherein performing the par-
ticular action includes:

transmitting to the second device, a contextual action

request, the contextual action request specifying a
remote action associated with the particular element;
and

in response to transmitting the contextual action request,

receiving from the second device, action data associated

with the remote action specified in the contextual action 55

request.
4. The apparatus of claim 1 further comprising computer
program instructions that, when executed by the computer
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processor, cause the first device to carry out the step of estab-

lishing a communication link with the second device.

5. The apparatus of claim 1 wherein the contextual infor-
mation request includes positional information of the particu-
5 lar element representation within the representation.
6. A computer program product for multi-device visual
correlation interaction, the computer program product
including a computer readable storage medium, wherein the
computer readable storage medium is not a signal, the com-
puter program product comprising computer program
instructions that, when executed, cause a first device to carry
out the steps of:
displaying a representation of a user interface displayed by
a second device such representation based on images of
the user interface displayed by the second device which
are captured by a camera of the first device, the repre-
sentation containing one or more element representa-
tions, each element representation corresponding to an
element contained within the user interface displayed by
the second device;
receiving from a user of the first device, a selection of a
particular element representation of the representation,
the particular element representation corresponding to a
particular element contained within the user interface;

transmitting to the second device, a contextual information
request corresponding to the selection;

in response to transmitting the contextual information

request, receiving from the second device, contextual

information corresponding to the selection; and
generating based on the contextual information, a contex-

tual list of actions associated with the particular element.

7. The computer program product of claim 6 further com-
prising computer program instructions that, when executed,
cause the first device to carry out the steps of:

providing to the user the contextual list of actions;

receiving from the user, a selection of a particular action

from the contextual list of actions; and

performing the particular action.

8. The computer program product of claim 7 wherein per-
forming, by the first device, the particular action includes:

transmitting to the second device, a contextual action

request, the contextual action request specifying a
remote action associated with the particular element;
and

in response to transmitting the contextual action request,

receiving from the second device, action data associated
with the remote action specified in the contextual action
request.

9. The computer program product of claim 6 further com-
prising computer program instructions that, when executed,
cause the first device to carry out the step of establishing, by
the first device, a communication link with the second device.

10. The computer program product of claim 6 wherein the
contextual information request includes positional informa-
tion of the particular element representation within the rep-
resentation.
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